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Abstract: 
Introduction: Information Retrieval (IR) allows identification of relevant 
information from connected repositories, however their performance have 
been of research interest leading to investigations in the modalities by 
which the accuracy of the retrievals are evaluated. Metrics such as 
Precision, Recall, F-score and Mean Average Precision (MAP) are 
commonly used for evaluating the performance of text-based IR system. 
These same metrics are also used for evaluating speech-based system 
while failing to realize the difference that could have occurred in the 
process of transcription, especially in the voice to text search, which is the 
most common speech-based search paradigm. This limits the 
performance and applications of speech-based system.   
 
Aims: To review and identify the strengths and weaknesses of existing 
metrics for measuring the performances of speech based. 
 
Materials and Methods: A total of 179 articles were retrieved from Google 
Scholar repository and carefully examined. Only 25 articles were selected 
for analysis in this study after applying our predefined inclusion and 
exclusion criteria. 
 
Results: Results show that MAP is the most frequently used metric for 
assessing the performance of speech-based IR system and the values 
ranged from 0.4191 to 0.620. Results also show there is an inverse 
relationship between IR performance and transcription error.  
 
Conclusion: This suggests that transcription error has a significantly 
negative effect on retrieval accuracy. Hence there is a need to develop a 
specialised speech-based metric for measuring IR performance. 
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1. INTRODUCTION 
 
The advent of internet and the continuous adoption of 
same by many has led to increased availability of data 
scattered around millions of repositories world over. 
This growth exists across dynamic platforms. A 
consequence of this is improved information sharing, 
dissemination and overload. An important task is the 
identification of information that meets user’s specific 
need from the repositories. The field of Information 
Retrieval (IR) offers tools for achieving these tasks. IR 
requires querying of the repositories, so the method of 
querying is a crucial task. Poorly formulated query will 
yield results that will not satisfy the user’s information 
need.  Lots of research works have been done in the 
area of text query to text document on the challenges of 
retrieving the precise document relevant to the user’s 
intention or need from large multidimensional 
repositories [1, 2]. 
 
With advances in technology and increasing multimedia 
data, it became relevant to retrieve spoken documents 
or text documents using spoken or voice query, as it is 
natural and easy for users to express their information 
need via voice, because it eliminates the challenge of 
translating thought to textual query. A number of 
algorithms (such as vector space model, probabilistic 
model) have been developed for retrieving spoken 
words and the performance of the algorithms are very 
important in order to meet the needs of the users 
interested in retrieving spoken words. This has attracted 
some research works and has led to the development 
of IR performance metrics. IR evaluation involves 
conducting an experiment using same parameters on 
different retrieval algorithms, indexing techniques and 
ranking them. 
 
Some of the commonly used metrics are precision, 
recall, mean average precision (MAP) and mean 
reciprocal rank (MRR). It has been observed that the 
performance metrics developed for evaluating text 
based IR systems are also used for speech IR based 
systems[12]. This limits the performance and 
acceptability of speech-based IR systems because the 
metrics developed for text-based IR systems do not 
factor consider important factors like agglutination in 
languages, noise and data loss at the level of 
transcription prior to retrieval. 
 
The focus of this systematic review was to review and 
identify the strengths and weaknesses of existing 
metrics for measuring the performances of speech-
based IR systems. This could form the basis for 
developing a robust and novel performance metric 
developed specifically for speech-based IR systems. 
 

2. METHODS 
 
This study adopts a systematic review method, the 
steps involved are as follows: study design, search 
strategy and information sources; study selection and 

data collection process, and quality assessment, data 
extraction and synthesis[13]. 
 
 

2.1 Study Design, Search Strategy and 
Information Sources  
 
The search strategy is composed of the following 
processes: (a) Establish search terms by using 
keywords that aligns with the purpose of this research, 
(b) Identify alternate words that have same meaning as 
the major keywords used, (c) Identify some studies 
relevant to our review, (d) Establish exclusion criteria to 
filter studies that are not of relevant to this study, (e) Use 
boolean operators to develop the needed search 
term[13]. 
 
For this research, we used Google scholar repository to 
identify the articles related to the performance metrics 
of speech-based IR systems. 
 
2.1.1 Study Selection and Data Collection Process 
 
This systematic review of articles was conducted using 
the Preferred Reporting Item for Systematic Reviews 
and Meta-Analyses (PRISMA) guidelines [14]. Figure 2 
shows the study selection process in a PRISMA flow 
diagram. 
 

 
 
Figure 1: Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA) flow diagram 
of included studies. 
 
2.1.2 Inclusion Criteria 
 
Studies on IR systems for spoken queries and their 
performance metrics were identified and reviewed. For 
the purpose of this systematic review, our studies were 
restricted to spoken information retrieval systems. Our 
inclusion criteria consist of terms that include: Spoken 
Queries, Evaluation Metrics, and Performance. The 
following search terms were used to search through 
Google scholar for related literature; Speech corpus, 
text corpus, retrieval model, performance evaluation, 
rank, voice query, English, metric, transcription and 
baseline. 
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3. RESULTS 
 
3.1 LITERATURE SEARCH RESULTS  
 
The basic search returned 179 articles out of which 3 
were duplicates. After the removal of duplicate articles, 
the remaining 176 were screened using titles and 
abstracts leaving use with only 25 articles relevant for 
the review. 
 
10 studies were on Mean Average Precision (MAP), 1 
study applied Average Precision and R-Precision, 4 
applied a combination of Precision, Recall and F-
Measure, 1 combined Average Inverse Rank (AIR) and 
MAP, 1 combined Average Precision and Recall, 2 
combined Precision and Recall, 1 adopted F-measure 
and MAP, 1 applied the Generalised Average Precision 
(GAP) and MAP, 1 applied Precision Recall Curve, F-
Measure and MAP, 2 used Precision, Recall and MAP 
while 1 combined Normalized Discounted Cumulative 
Gain (NCDG), Mean Reciprocal Rank (MRR) and MAP. 
Table 1 present the characteristics of included studies. 

 
Table 1. Characteristics of Included Studies 

Characteristics Number of Papers = 
25 

Median year of Publication 2005 (1998-2015) 
Country of Publication:  

Canada 2 
China 6 
Finland 1 
Ireland 1 
Germany 1 
UK 3 
United State of America (USA) 4 
Japan 2 
Singapore 1 
Thailand and Indonesia 1 
Language 
English 

 
25 
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3.2 MAIN STUDY RESULTS  
 
3.2.1 Table 2. Deduction from some included study 
 

S/N
o 

Title of Study Authors Year Methodology Strength Weakness Contribution 

1. The THISL 
Spoken 
Document 
Retrieval 
System 

Renals, 
Steve, and 
Dave 
Abberley. 
 

1998 ABBOT large 
vocabulary 
continous speech 
recognition 
(LVCSR) was 
used to transcribe 
audio documents. 
This was then 
applied to the IR 
engine  

The performance of 
the spoken retrieval 
system with respect 
to MRR gives 0.75 
which is good in the 
face of WER of 
40% or less. 

Performance 
begins to fall 
when the WER is 
above 40% 

Development of a 
spoken document 
retrieval system 
and measure the 
performance on 
audio documents. 

2. 1998 TREC-7 
Spoken 
Document 
Retrieval Track 
1998 TREC-7 
Spoken 
Document 
Retrieval Track 
Overview and 
Results 

JS 
Garofolo, EM 
Voorhees, 
CGP 
Auzanne 
 

1999 Four retrieval 
conditions were 
made for 
experiment 
control, for a 
corpus of 100 
hours Broadcast 
News. 
 

MAP is the 
preferred TREC 
Metric for Speech 
based IR. There is 
a linear relationship 
between retrieval 
accuracy and the 
speech 
transcription.  

 There is a linear 
relationship 
between 
recognition word 
error rate and 
retrieval 
performance.  
 

3. Subword-based 
approaches for 
spoken 
document 
retrieval 

Ng, Kenney, 
and Victor 
W. Zue 

2000 Audio data of 
radio broadcast 
was 
orthographically 
transcribed by 
professionals then 
implemented on 
an IR engine 
based on Vector 
Space Model 
(VSM).  

Retrieval 
performance 
measured in MAP 
improves for 
difference subword 
unit. 

MAP is a single 
figure 
metric.Hence, it 
hides some 
performance 
information 

Modifying spoken 
queries via 
relevance 
feedback and 
document 
expansion using 
N-best recognition 
hypotheses 
improves IR 
performance. 

4. Document 
Expansion 
using a Side 
Collection for 
Monolingual 
and Cross-
Language 
Spoken 
Document 
Retrieval 

Yuk-Chi Li, 
Helen M. 
Meng 
 

2003 VSM was applied 
on a local 
television news 
broadcast and 
evaluated using 
the average 
inverse rank 
(AIR). Document 
expansion was 
applied to the 
indexing. 

Average Inverse 
Rank (AIR) which is 
same as MRR was 
used to measure 
retrieval 
performance. The 
retrieval 
performance 
improved from 
0.479 to 0.747 
using document 
expansion 

 Monolingual and 
cross-language 
tasks proves that 
document 
expansion 
improves IR 
performance. 

5. Syllable-based 
Language 
Models in 
Speech 
Recognition for 
English Spoken 
Document 
Retrieval 

Christian 
Schrumpf, 
Martha 
Larson, and 
Stefan 
Eickeler 

2005 Radio news with 
no noise or 
background sound 
effects was 
applied to Hidden 
Markov Model 
(HMM) for speech 
recognition, then a 
fuzzy word match 
for retrieval. 

IR performs better 
using syllable 
recognizer 
transcription. 

 Syllable indexing 
is an efficient 
suppliment to 
word features for 
spoken document 
retrieval (SDR). 

6. Query-Free 
News Search 

Henzinger, 
Monika, Bay-
Wei Chang, 
Brian Milch, 
and Sergey 
Brin 

2005 A query 
generation 
algorithm was 
applied on a news 
broadcast corpus. 
Boolean retrieval 
technique was 
used. 

Precision is 
improved when 
single word term is 
considered.  

Pooled recall 
was used as an 
absolute 
measure of a 
system recall 
performance. 
Transcription is 
not considered in 
the experiment. 

Filtering with 
similarity to 
caption offers 
large improvement 
in precision. 

7. The Influence of 
Word Detection 

Rispoli, 
Renato, 

2006 Audio recording of 
an english 

Retrieval 
performance is 

AP provides a 
binary relevance. 

Speech based IR 
has the potential 
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Variability on IR 
Performance in 
Automatic Audio 
Indexing of 
Course 
Lectures 

Richard C. 
Rose, and 
Jon 
Arrowood. 

speaking class 
with the 
background noise 
of a typical 
classroom was 
used as the 
corpus. This was 
then transcribed 
manually. 

measured as 
Average Precision 
(AP). AP combines 
relevance ranking 
and recall. 

IR performance 
degrades when 
keyword 
detection is used.  

to improve user 
productivity. 

8. Integrating 
recognition and 
retrieval with 
user feedback: 
A new 
framework for 
spoken term 
detection 

Lee, Hung-
yi, and Lin-
shan Lee. 

2010 Segments of 
speech is 
transcribed into 
lattice, then 
computed using 
the posterior 
probability. 

MAP is the 
performance metric 
used for its good 
stability. 

 A feedback 
framework was 
proposed that 
improves retrieval 
performance. 

9. Recent 
developments in 
spoken term 
detection: a 
survey. 

Mandal, 
Anupam, KR 
Prasanna 
Kumar, and 
PabitraMitra.
  

2014 LVCSR was used 
for transcription. 
Position specific 
posterior lattice 
(PSPL) to get a 
posterior 
probability of the 
word lattice, then 
the retrieval 
engine. 

Performance was 
measured using 
MAP.  3-gram 
phone index gives 
the high MAP (best 
performance), as 
well as an 
overlapping 
subword unit. 

When none 
overlapping 
subwords are 
used 
performance 
(MAP) is poor. 

Supervised 
approach is more 
effective 
compared to the 
unsupervised 
approaches of 
spoken term 
detection in IR. 

10. Using Zero-
Resource 
Spoken Term 
Discovery for 
Ranked 
Retrieval. 

White, 
Jerome, 
Douglas W. 
Oard, Aren 
Jansen, Jiaul 
H. Paik, and 
Rashmi 
Sankepally. 

2015 Spoken query was 
applied on a 
corpus of 
AvajOtalo’s 
recorded speech. 

It compared three 
IR metrics (MAP, 
MRR, NDCG). 
NDCG was the 
best performing 
metric when 
compared. 

 Zero-Resource 
approach is a 
viable method to 
retrieve relevant 
response. 
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3.2.2 Types of IR Evaluation Measures 
 
3.2.2.1 Precision and Recall 
Precision is the positive predictive value retrieved, while 
Recall is the sensitivity of the system to retrieve relevant 
items from the collection. Precision and Recall are 
based on the idea of relevance. How many relevant 
items are retrieved (Recall), how many retrieved items 
are relevant (precision). This account for 8% of 
publications reviewed. 
 
3.2.2.2 Mean Average Precision (MAP) 
This is the most used evaluation metric for an IR System 
performance. It account for 60% of publication studied 
for this review.[1, 2, 6, 10, 14-22] all applied MAP, it 
ranks relevant documents higher than irrelevant 
documents. MAP result range from 0.4191 to 0.620 with 
relative improvement in retrieval performance by 
13.8%. 
 
3.2.2.3 Average Inverse Rank (AIR) / Mean 
Reciprocal Rank (MRR) 
 
AIR and MRR are used interchangeably; it is the inverse 
of the ranked retrieval result. [2, 6, 7] applied AIR/MRR 
to measure retrieval performance and achieved as 
much as 14% improvement in IR performance with 
range between 0.747 to 0.826. MRR account for 12% of 
publications reviewed. 
 
3.2.2.1 Normalized Discounted Cumulative Gain 
(NDCG) 
 
4% of publications studied applied the NDCG metric to 
measure IR performance, specifically [6] applied this 
and result range from 0.089 to 0.284. 
 
Table 3. Performance Metric included in this 

study 

Retrieval Metrics Number of 
Studies 

Studies 

MAP 10 [1, 10, 13, 
15-18, 20] 

MRR 1 [7] 

Precision, Recall, F-
Measure 

4 [23] 

Precision, Recall 2 [2] 

MRR, MAP 1 [2] 

Average Precision, 
Recall 

1 [9] 

F-Measure, MAP 1 [19] 

Precision Recall – 
Curve, F-Measure, 
MAP 

1 [14] 

Precision Recall, 
MAP 

2 [22] 

Average Precision, 
MAP 

1 [21] 

NDCG, MRR, MAP 1 [6] 

 
 

 
4. RESULTS AND DISCUSSION 
 
4.1 GENERAL DEDUCTION BASED ON STUDY  
 
 
The aim of this research to review existing metrics for 
measuring the performance of speech-based IR system 
as well as to identify strengths and weaknesses of these 
metrics. Result shows that metrics used to measure 
text-based IR system performance are exactly the same 
applied in speech-based IR system. Though precision 
and recall are the traditional metrics but they do not 
satisfy in evaluating the performance when results need 
to be ranked as they are binary relevance measures. 
MAP is the most used metric to measure speech-based 
IR system performance though it hides some 
performance information since it is a single numeric 
metric. 
 
In the face of transcription errors, retrieval performance 
varies. Tonal/language agglutination, background noise 
when passing the voice query is not part of the 
properties used to determine the performance of a 
speech-based IR system. We say, transcription is a 
challenge in speech-based IR performance. An inverse 
relationship is seen between transcription error and 
retrieval performance. 
 
Existing metrics used to measure performance of 
speech-based IR system does not consider 
transcription errors as a property that have significant 
impact on the retrieval performance. 
 
The strength of this study is that systematic approach 
was used for identifying all previous work on 
performance metric for information retrieval. This allows 
us to use a set of carefully chosen search terms in the 
study. Also, a standard approach for determining the 
inclusion and exclusion criteria was used. This enabled 
us to retain and to review only the relevant articles. 
 
Another strength of this study is the use of google 
scholar repository. The benefit of this is that google 
scholar is connected to all other repositories, thereby 
ensuring that all the relevant articles were identified. 
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5. CONCLUSION 
 
In this study, a systematic review of speech-based IR 
system was conducted. We found that most research 
work concurs to the fact that same metric used for text-
based IR systems are the exact metrics used for 
speech-based IR system and these metrics are not 
good enough for measuring speech IR as they are 
sensitive to transcription errors. We hereby suggest that 
more research be done in this field to enable the 
development of new IR metrics or modification of 
existing metrics for speech IR. 
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