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Abstract: 
Introduction: Tuberculosis (TB) is an infectious disease caused by the 
bacterium Mycobacterium tuberculosis. It kills about 1.5 million people 
per year and about 95% of its victims are from Africa. A major problem of 
TB is the difficulty in its diagnosis due to the fact that in most cases, it is 
either asymptomatic or latent. This difficulty in diagnosis has motivated 
the development of various algorithms for TB diagnosis most of which 
have poor diagnosis power. 
Aim: This research focused on systematic review and analysis of 
computational models for diagnosis of TB with the view to identifying their 
strengths and weaknesses. The overall target is to develop a standard 
and robust computational model with improved diagnostic power. 
Method: Selection was from peer-reviewed articles on Google scholar 
assessing strictly computational TB diagnostic models. Search terms 
include: Diagnosis, Tuberculosis, Computational, Mathematics, Bayes, 
Soft computing, Fuzzy logic, Neural Network. Exclusions were made 
based on some criteria. 
Results: Initial search returned 303 of which only 42 studies met the 
inclusion criteria. 19 were on neural network or neuro-fuzzy, 2 studies 
were on Expert System. 7 analysed fuzzy logic/hybrids and 
Bayesian/data mining appeared in 7 reports. 5 studies were on Genetic 
Algorithm and its hybridized forms while 2 papers were on other 
methods. 
Conclusion: Results suggest that accuracy and speed need to be 
improved due to weaknesses in existing models. Hybridization of Genetic 
algorithm, Neuro-fuzzy and Bayesian techniques will most likely 
guarantee improved diagnosis, however, further quantitative analysis is 
required to confirm this. 
Keywords: Computational Models, Diagnosis of Tuberculosis, 
Confusable Diseases, Africa, Nigeria, Soft Computing.
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1. INTRODUCTION  
 
Tuberculosis (TB) is a communicable disease that 
exists in Africa and the world at large. It is caused by 
the bacterium Mycobacterium Tuberculosis and the 
success and thriving nature of its pathogens has been 
hugely attributed to its abilities to persist in the tissues 
and systems of its host [1]. It is a disease that can be 
contracted via airborne droplets, for example when an 
infected person sneezes or coughs. TB mostly affects 
the lungs and thoracic cavity areas which lead to 
pulmonary tuberculosis. It can also affect other organs 
of the human body such as the lymphatic regions, 
central nervous systems and circulatory system among 
others, which lead to extra-pulmonary tuberculosis [2]. 

Over the years, TB has been more prevalent in the 
sub-Saharan Africa [3]. The prevalence in sub-
Saharan Africa is due to the following factors: humid 
climates, high level of poverty, poor hygienic lifestyles, 
limited nutritional values in feeding and the likes [4, 5]. 
TB has been reported to be among neglected tropical 
diseases [6] due to some factors such as: 
unavailability of data, neglect of government officials 
and limited number of medical practitioners, 
unawareness by TB sufferers, unavailability and 
costliness of methods of diagnosis of the infection and 
others. 

TB manifests in two stages, the infection stage and the 
disease stage. The infection stage, also known as 
latent phase is normally without any symptoms or ill 
feelings. Although some infection will develop to a 
disease stage, but it is also possible to have the 
infection for the rest of one’s life without it developing 
to full blown TB disease.   

TB can be categorised using the time or duration of 
infection. Cases identified within the first five years 
after TB infection are grouped into primary tuberculosis 
class while cases after five years  are regarded 
secondary tuberculosis. Other categories of 
Tuberculosis infection are: Endogenous reactivation 
cases, where an old infection relapses and gets worse 
and exogenous tuberculosis, where TB disease 
manifests as a result of reinfection. These categories 
fall under the class of secondary tuberculosis [7] 

TB diagnosis is carried out by medical practitioners 
using conventional orthodox clinical or medical 
methods, results were said to be achieved but with 
well-publicised underlying limitations in terms of speed 
and accuracy of diagnosis. These conventional 
methods in TB diagnosis include but are not limited to 
DNA, Nucleic acid amplification, sputum, PCR, 
bronchoscopy, colonoscopy, acid-fast smear, 
laparoscopy, Tuberculin methods [8, 9]. The speed in 
generating results suffers in conventional TB diagnosis 
as a result of the confusability of TB disease with other 
diseases with related symptoms as well as culture and 
incubation activities associated with many of the 
conventional examples. 

 

The diagnosis and treatment of TB could be very 
difficult because of the lack of symptoms, most 
especially at latent stage. The difficulty could even be 
more complicated because the bacterium causing the 
infection or pathogen could linger in the face of robust 
immune attempt responses. Regardless of strong 
immune responses, there exists no effectiveness in 
eliminating the organism during initial infection or the 
latent phase of the infection [10]. This implies that one 
can have two instances of Tuberculosis (i.e. TB 
infection and then the TB disease), the former leading 
to the latter albeit not always. 

In order to solve the problems associated with the 
conventional diagnosis of TB, computational methods 
have been proposed.  Although the computational 
method of TB diagnosis was originally meant to tackle 
the challenge of speed and accuracy in conventional 
clinical TB diagnosis, research has shown that speed 
and accuracy have still not been recorded to be at the 
optimum that is required, though computational 
methods of TB diagnosis have been said to have 
usurped their conventional clinical counterpart in terms 
of speed and accuracy [11, 12] and hence a need for 
improvement.  

In this paper, we present a systematic review of the 
existing computational methods of diagnosing TB. Our 
focus was to identify the strengths and weaknesses of 
the existing computational methods as these could aid 
in the development of a more standard and robust 
computational system with improved diagnostic power.  

 

2. MATERIAL AND METHODS 
Systematic Literature Review (SLR) method [13, 14] 
was adopted and the processes contained in the 
methodology are as follows: study design, search 
strategy and information sources; study selection and 
data collection process; and quality assessment and 
data synthesis. 
 

2.1 Study Design, Search Strategy and 
Information Sources  

Systematically, we reviewed interventional and 
observational human-based tuberculosis studies that 
met a priori defined inclusion and exclusion criteria. 
Our search strategy is composed as follows: (a) 
Construct search terms by identifying major keywords 
(b) Determine the synonyms or alternate words for the 
major keywords; (c) Establish exclusion criteria to 
make exclusion in the course of search and (d) Apply 
Boolean operators to construct the required search 
term. 
Results for (a):  Computational, Diagnosing, 
Tuberculosis. 
Results for (b): Computational, Mathematical, Bayes, 
“Soft computing”, “Fuzzy Logic”, “Neural Network” OR 
Probability. 
Results of (c): Drug, Animal, Imaging, MRI, "X ray", 
Radiography, Vaccines, "Computed Tomography", 
Financial, Autopsies 
Results for (d):  Diagnosis intitle: Tuberculosis 
Computational | Mathematics | Bayes | "Soft 
Computing" | "Fuzzy logic" | "Neural Network" -Drug -
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Animal -imaging -MRI -"X ray" -Radiography -Vaccines 
-"Computed Tomography" -Financial -Autopsies.   
 
In this research, selection was from peer-reviewed 
articles on Google scholar database and we accessed 
strictly computational TB diagnostic models using the 
search term constructed as “Results for (d)” and this 
became the final search term arrived at for this 
research work. Resources checked were:  conference 
proceedings, journal articles, book chapters and 
books.  
 
2.1.1 Study Selection and Data Collection 

Process  
 

Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) [15] was adopted to detail 
the study selection process that established the 
studies included and those excluded for this research. 
Studies were categorized based on the type of 
computational methods used. Risk of bias was 
assessed at the study level. Figure 1 presents the 
study selection process in PRISMA flow diagram. 

 

 
Figure 1: Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA) flow 
diagram of included studies. 

 
Studies on Tuberculosis diagnosis using computational 
methods of diagnosis were considered. The studies 
were restricted to TB diagnosis in humans. Thus the 
search terms include: Tuberculosis, Diagnosis, 
Computational, Mathematics, Bayes, Soft computing, 
Fuzzy logic, and neural network. 
 
2.1.2 Exclusion criteria 
Published articles were identified by searching Google 
scholar database up to year 2017. Non-English 
publications were not excluded. Studies were excluded 
if they are based on the following:  
a. Empirical data only 

b. Clinical analysis only  
c. Experiments/learning procedures  
d. Incomplete/Inappropriate study design  
e. Animal/non-human study 
 
2.1.3 Selecting Primary Sources 
The initial selection of primary sources was from the 
results of studies identified based on the search term 
and having any element of keywords related in any 
way to the work. Selection was also made based on 
the publication assessment quality. The assessment of 
publication quality was made based on the following 
with the view to minimizing bias: If the disease being 
diagnosed is TB; if the method of diagnosing TB is 
clearly computational; if the TB diagnosis is clearly on 
human only. Selection was also made based on title of 
the studies and abstracts.  
 
The following data were extracted from each 
publication: title, author, reference, database, journal, 
critical success factors (i.e. factors that have a positive 
influence on development of a TB diagnosis tool using 
computational methods), methodology, target 
audience or population, publication quality description 
and year. Data categorization was based on some 
performance metrics from the final publication sample. 
A thorough review was done in order to derive a list of 
categories to help in the classification of the 
performance metrics. An initial list of 12 categories 
was identified and further merged to 7 factors 
presented in section 3.1. The final selection of primary 
sources from the previously selected list of papers was 
not based on reading the titles and abstracts only but 
extended to reading the full paper.  
 

3. RESULTS  
 
3.1 Literature Search Results 
As presented in Figure 1, we identified 303 potentially 
relevant studies using our search term. After 
duplicates were removed manually, there remained 
256 unique studies to review. We reviewed the titles 
and abstracts using the exclusion criteria and that lead 
to the exclusion of 183 studies. We used the same 
criteria to review the full texts version of the remaining 
73 manuscripts. Characteristics of the 31 papers 
rejected at this stage are presented in Figure 1. We 
had 42 papers finally identified for review. 
 
3.1.1 Study Characteristics 
A report of the key characteristics of the 42 studies 
included in this systematic review is as follows: based 
on language of paper, twenty four (24) studies were 
published in English while eighteen (18) were not in 
English language; based on country of research, 11 
publications were from Indonesia. Moreover, we 
identified two systematic review studies [9, 16] three 
case reports [1, 17, 18], and five cross sectional 
studies [19-23]. The remaining studies were ideas, 
editorials and opinion oriented in design with detailed 
levels of interventions. Year of publication of all 
relevant papers were from 1993 to 2017. Out of the 42 
research papers, 11 research cases of TB diagnosis 
using computational method originated from Indonesia, 
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a total of seven research papers originated from USA 
and India. There were 6 research papers originating 
from Nigeria while 3 research papers originated from 
Colombia and Brazil. Three research cases of TB 
diagnosis using computational techniques were 
reported in UK while Turkey had two research papers 
reported and one research paper originated from 
China.  

3.2 Main study results 
3.2.1 Taxonomy of TB Computational Diagnostic 

Model 

In this research, we identified that the computational 
techniques proposed for the diagnosis of Tuberculosis 
can be broadly grouped into five categories as listed in 
Table 6. These are Artificial Neural Network (ANN), 
Expert Systems, Fuzzy Logic, Bayesian/Data Mining 
and Genetic Algorithms, although some hybrid of these 
methods have also been proposed. 

 

Table 1: Taxonomy of Computational Model for TB 

Diagnosis 

 

aPersistence and  associative techniques. 
Computational techniques for TB diagnosis 
involving TB persistence analysis, latency and use 
of associative classifiers. 
 
 
3.2.2 Strengths and Weaknesses of existing 

Computational and Soft Computing 
Techniques 

The strengths and weaknesses of various soft 
computing techniques on the diagnosis of Tuberculosis 
are presented as follows: 

 

a. ANN Based Models 
Diagnosis using ANN’s was proposed to tackle 
weaknesses identified in conventional clinical methods 
of diagnosis. The field was founded on the premise 

that human intelligence can be so accurately described 
that a machine can be developed to simulate it. They 
help in detecting complex relationships that exist 
between dependent and independent variables. This 
helps in relative increase in diagnosis speed and 
accuracy. 

Strengths: The strengths lie in the availability of 
multiple training algorithms [53, 54]. Presence of an 
increased number of training algorithms allows for 
better human emulations and knowledge transfer. 
ANN’s also detect complex non-linear relationships 
between dependent and independent variables. This 
allows for an increased sensitivity level which ensures 
that ANN’s become more responsive and efficient. 

Weakness: The limitations range from how ANN 
training is based on reasonable amount of previous 
data [53]. Without relevant and adequate number of 
data, evaluation becomes intangible and unrealistic. 
Also, input of experts might be emotionally induced as 
humans have different reasons to give out or hold back 
on information. Regardless of how much ANN’s have 
been developed to solve problems, solution 
interpretation could still be largely vague and is only 
used to induce physician’s final decision [25, 55] who 
is ultimately responsible for critical evaluation of the 
diagnostic results generated by the system. The 
accuracy of ANN system is dependent on the choice of 
an initial synaptic weight for the system [53] and neural 
networks ability to approximate predictive output may 
lead to over-fitting, particularly when there is an 
attempt to increase the processing power of the 
network by adding a large number of hidden neurons 
which leads to poor generalization [24]. 

b. Fuzzy Logic/Hybrid 
Strengths: Fuzzy logic makes use of fuzzy sets in 
form of linguistic variables to approximate human 
reasoning. It is a computing approach based on 
degrees of truth rather than absolute true or absolute 
false values (i.e. 1 or 0). The degrees of the linguistic 
variables are managed by specific membership 
functions. Fuzzy logic has ability to deal with non-linear 
entities and uncertainties which make it easy to model 
and derive relatively efficient systems. It is easy to 
model human’s reasoning and implement. 
 
Weakness: Tuberculosis diagnostic systems using 
Fuzzy Logic or its hybrid work only if the knowledge 
about the solution is known and it is expressed using 
rule based format [56, 57]. The derivation of 
membership functions (MF) for the fuzzy sets is 
complex due to the subjectivity attached to it and 
therefore the system accuracy is a function of the MF 
and some other factors. Generalizing the results is 
also an issue, therefore fuzzy program has to run 
severally for each patient and fuzzy outputs would be 
interpreted in numerous ways. This makes the analysis 
difficult [38, 50]. Also, identification of the most suitable 
defuzzification process is complex and difficult [58] 
[59]. The rule based statement used in the 
knowledgebase could create a loop if assumptions or 
incidences deviate from the rules in the 
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knowledgebase and limited test data results might be 
inconclusive [39, 40, 42, 43].  
 
 
c. Bayesian Network and Data Mining  

Strength: The Bayesian technique is concerned with 
classifying data items in a data bank in order to get a 
probabilistic approach in solving the problem. The 
Bayes algorithm will calculate the probability values for 
all possible hypotheses. Data mining allows us use 
priors in regularization. 

Weakness: The use of Bayesian Network (BN) works 
based on probability theory and hence approximate 
results are given. In this case accuracy is not always 
guaranteed and the need arises for increasing the 
accuracy level of BN based diagnostic systems. 
Moreover, the Data Mining (DM) models reviewed in 
this paper were streamlined to one type of data mining 
procedure and also both the BN and DM models were 
limited by test data [46, 47], thus the accuracy of the 
results is not always guaranteed. 
 
d. Genetic Algorithm (GA) / Hybrid 

Strength: Genetic Algorithm (GA) based systems 
work based on its internal rules, and therefore, it can 
be used in loosely defined problems. It follows the 
Darwinian principles of the survival of the fittest and 
more suitable for a complex, non-linear model where 
the global optimum is hard to locate.  

Weaknesses: Accuracy has been said to be an issue 
of concern. In [49], 61% accuracy was established on 
completion and few data sets were used [49-52]. 
Results are also dependent on required requisite data. 
 
e. Expert system 
Any computer program that uses artificial intelligence 
methods in solving problems within a specialized niche 
ordinarily requiring human ability is an expert system. 
Reliance of these systems is based on 2 major 
components; knowledge base and inference engine. 
Generally expert systems are designed to mimic 
human characters, behaviours and knowledge. 
 
Strengths: Expert systems have a very flexible 
knowledgebase that is extendable and updatable. This 
is in addition to the fact that they can contain and 
accommodate a very large amount of data as they are 
built with a large repository (knowledgebase) to 
withstand a surging barrage of knowledge and 
information from the expert. 
 
Weaknesses: The use of Expert System (ES) for TB 
diagnosis is limited to information supplied by experts 
that are attached to the system and this might be 
vague and inconclusive. Inferences by experts might 
be emotionally induced or subject to correction due to 
misdiagnosis or increased strain in disease [36]. And 
limited test data might not generate the best return on 
output [21, 36]. 
 

3.2.2.2 Performance Metrics For Tuberculosis 
Diagnosis 
The following seven criteria were found to be 
measures of performance: Accuracy, Speed, worker 
safety, Specificity, Sensitivity, Flexibility and Ease of 
use. Of these, we identified accuracy, speed and ease 
of use as the most common measures of performance.  
Results suggest that past conventional clinical 
methods focused on getting TB diagnosis result and 
system sensitivity but failed to address the speed 
challenge and worker safety. Our findings also 
indicated that ensuring the safety of workers during TB 
diagnosis was paramount to general acceptance of the 
system. Over the years, it had been documented that 
some traditional clinical methods of diagnosing TB 
could not guarantee safety of the physicians that test 
the patients for the disease as there is always a 
tendency to have contact with the pathogen and 
continuous exposure pose a great risk to non-sufferers 
where there is a likelihood to contract the disease in 
the process of testing and diagnosis. This made the 
factor very intricate in the development of 
computational models for TB diagnosis.    

 
4. Discussion 

In this study, a critical review of existing computational 
soft computing techniques used in diagnosis of 
Tuberculosis was carried out.  This was done to 
understand the concept of these techniques, identify 
their strengths and weaknesses, as well as give a 
direction for further improvement. In consequence, 
these could aid in creating a pathway for developing a 
more functional system. 

We found that most of the research works in TB 
diagnosis using computational techniques were 
conducted outside Africa. Considering the continued 
prevalence of TB cases in Nigeria and Africa at large, 
the numbers of computational soft computing TB 
diagnosis papers available in Africa is relatively small 
as Nigeria ranks 10th among the 22 high-burden TB 
countries in the world and the World Health 
Organisation estimates that 210,000 new cases of all 
forms of TB occurred in the country in 2013 alone [3]. 
This buttresses the fact that more research work is 
needed in Nigeria and Sub-Sahara Africa in the area of 
computational techniques for the diagnosis of TB.   

We categorised the existing computational techniques 
for the diagnosis of Tuberculosis based on the 
computational concepts used. That yielded five 
categories as listed in Table 6. These are Artificial 
Neural Network (ANN), Expert Systems, Fuzzy Logic, 
Bayesian/Data Mining and Genetic Algorithms, 
although some hybrid of these methods have also 
been proposed. This categorisation help researches to 
identify where more work is needed. 

 
5. CONCLUSION 
 
We established from our study that accuracy and 
speed of TB diagnosis are major issues of concern. 
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Thus, existing model models for TB diagnosis are yet 
to attain a good level of accuracy and early diagnosis 
of TB is not very certain due to the confusability of TB 
symptoms with other communicable diseases. Our 
inference from this study has given direction for the 
development a more robust computational soft 
computing technique with a better level of accuracy 
when compared with existing models.   
 
One of the strengths of this study is the critical review 
of the existing literature. We used Google scholar 
because it has one of the largest database for 
scientific articles globally.  Also, the search terms were 
carefully and professionally defined. This was very 
useful in ensuring that all existing relevant articles 
were identified.  Additionally, we used SLR (REF) and 
PRISMA (REF). These are internationally accepted 
standard for conducting and reporting systematic 
review. The use of these standards implies that our 
study is in conformity with the good practise of 
systematic review.     
 
One of the limitations of this study is the use of only a 
single database, i.e. Google scholar. We chose 
Google scholar because it actually indexes many 
databases and it is free but it is quite possible that we 
might have missed out some articles which are only 
available in commercial databases. We were 
constrained by funds for subscription to some 
commercial databases. Future work will explore 
funding opportunities and include commercial 
databases.   
 
This work is similar to a little extent to the work 
reported in [9, 16]. The works reported in [9, 16] are 
reviews involving related papers and comparisons in 
order to identify a trend; observe strengths and 
weaknesses of data mining models in TB diagnosis 
and determine ways of improving the models 
identified. Thus these papers focussed only on review 
TB diagnoses using data mining model. However, the 
difference between this work and the two papers [9, 
16] is that, unlike the two papers, this work involves a 
systematic review that highlights various computational 
soft computing techniques used in diagnosing TB. It 
encompasses the following soft computing techniques 
(i.e. artificial neural network, Fuzzy logic, data 
mining/Bayesian networks, genetic algorithm and 
expert systems) and each of the techniques were 
analysed based on its strengths and weaknesses. 
Additionally, our study used the standard and 
internationally accepted methods for conducting 
systematics review. 

In conclusion, we conducted a systematic review of 
existing computational methods of diagnosing 
Tuberculosis. We grouped the existing computational 
methods into 5 groups, namely: neural network, Expert 
System, fuzzy logic, Bayesian and Genetic Algorithm. 
We found out that there are a need to conduct more 
research in this field so as to improve the accuracy 
and speed of diagnosis of TB. This could lead to early 
diagnosis, improved quality of life and increased life 
expectancy, most especially in Nigeria and the Sub-
Sahara Africa as a whole. Our future work will explore 

the development of an improved TB diagnosis using 
computational techniques.   
 
 

ACKNOWLEDGEMENTS 
 
We acknowledge the supports of the following medical 
personnel for the provision of some medical facts and 
details on TB diagnosis and treatment while they were 
interviewed:  Dr Abitoye, Senior consultant at the 
Abitoye Hospital, Akure, Ondo State and Mrs M. 
Ogunbodede, Chief Matron at the Olutope Hospital, 
Amuwo and Assistant Director of Nursing Services 
(rtd.), City Hall, Lagos Island, Lagos State.  

 

COMPETING INTERESTS 
The authors declare that there are no competing 
interests. 

AUTHORS’ CONTRIBUTIONS 
 
Tosin Ogunbodede conducted literature search, 
analysed them and wrote the first draft of the 
manuscript. Boluwaji Akinnuwesi and Benjamin 
Aribisala designed the study, revised the manuscript, 
wrote the final copy of the manuscript and supervised 
the study.  
 
 

REFERENCES 
 
1. Gomez, J.E. and J.D. McKinney, M. 

tuberculosis persistence, latency, and drug 
tolerance. Tuberculosis, 2004. 84(1): p. 29-44. 

2. Gómez‐Reino, J.J., L. Carmona, and M. Ángel 
Descalzo, Risk of tuberculosis in patients 
treated with tumor necrosis factor antagonists 
due to incomplete prevention of reactivation of 
latent infection. Arthritis Care & Research, 
2007. 57(5): p. 756-761. 

3. WHO, Global tuberculosis report 2013. 2013: 
World Health Organization. 

4. Dim, C.C. and N.R. Dim, Trends of 
tuberculosis prevalence and treatment 
outcome in an under-resourced setting: the 
case of Enugu state, South East Nigeria. 
Nigerian medical journal: journal of the Nigeria 
Medical Association, 2013. 54(6): p. 392. 

5. Oluwagbemi, O. and B. Oladunni, Diagnosis 
and recommender system for some neglected 
tropical diseases. International Journal of 
Natural and Applied Sciences, 2010. 6(2): p. 
181-188. 

6. Molyneux, D.H., P.J. Hotez, and A. Fenwick, 
“Rapid-impact interventions”: how a policy of 
integrated control for Africa's neglected 
tropical diseases could benefit the poor. PLoS 
Med, 2005. 2(11): p. e336. 

7. Jingyuan, H., et al., Application of Neural 
Network in Forecasting Tuberculosis Caused 
by Meteorological Factors [J]. Bulletin of 
Science and Technology, 2013. 5: p. 006. 



LASU Journal of Research and Review in Science Page 13 

 

LASU Journal of Research and Review in Science 

8. Sypabekova, M., et al., Selection, 
characterization, and application of DNA 
aptamers for detection of Mycobacterium 
tuberculosis secreted protein MPT64. 
Tuberculosis, 2017. 104: p. 70-78. 

9. Rusdah, E.W., Review on data mining 
methods for tuberculosis diagnosis. 
Information Systems, 2013. 2: p. 4. 

10. Flynn, J.L., Immunology of tuberculosis and 
implications in vaccine development. 
Tuberculosis, 2004. 84(1): p. 93-101. 

11. Shukla, M. and S. Agarwal. Hybrid approach 
for tuberculosis data classification using 
optimal centroid selection based clustering. in 
Engineering and Systems (SCES), 2014 
Students Conference on. 2014. IEEE. 

12. Walia, N., et al., A Decision Support System 
for Tuberculosis Diagnosability. International 
Journal on Soft Computing, 2015. 6: p. 1-13. 

13. Keele, S., Guidelines for performing 
systematic literature reviews in software 
engineering, in Technical report, Ver. 2.3 
EBSE Technical Report. EBSE. 2007, sn. 

14. Khan, S.U., M. Niazi, and R. Ahmad, 
Systematic Literature Review Protocol for 
Software Outsourcing Vendors Readiness 
Model (SOVRM). School of Computing and 
Maths, Keele University, UK TR/08-01, 2008. 

15. Moher, D., et al., Preferred reporting items for 
systematic reviews and meta-analyses: the 
PRISMA statement. Annals of internal 
medicine, 2009. 151(4): p. 264-269. 

16. Saputra, R.A. Komparasi Algoritma Klasifikasi 
Data Mining Untuk Memprediksi Penyakit 
Tuberculosis (TB): Studi Kasus Puskesmas 
Karawang Sukabumi. in Seminar Nasional 
Inovasi dan Tren. 2014. 

17. Carlen, R., Bayes theorem. Diagnostic testing 
for tuberculosis in children. Chest, 1994. 
106(2): p. 655. 

18. Orjuela-Cañón, A. and J. de Seixas. Fuzzy-
ART neural networks for triage in pleural 
tuberculosis. in Health Care Exchanges 
(PAHCE), 2013 Pan American. 2013. IEEE. 

19. Diaz Perez, A., et al., Factores predictivos 
para el riesgo de tuberculosis en población 
vulnerable: clasificación del riesgo por medio 
del uso de red neuronal artificial. 2012. 

20. Natarajan, S. and K. Murthy, A Study of 
Associative Classifiers with Different Rule 
Evaluation Measures for Tuberculosis 
Prediction. 2011. 

21. Osamor, V.C., A.A. Azeta, and O.O. Ajulo, 
Tuberculosis–Diagnostic Expert System: An 
architecture for translating patients information 
from the web for use in tuberculosis diagnosis. 
Health informatics journal, 2014. 20(4): p. 275-
287. 

22. Viktor, H., I. Cloete, and N. Beyers, Extraction 
of rules for tuberculosis diagnosis using an 
artificial neural network. Methods of 
information in medicine, 1997. 36(2): p. 160-
162. 

23. Wicaksono, B.S., A. Romadhony, and M.D. 
Sulistiyo. Analisis dan implementasi sistem 
pendiagnosis penyakit tuberculosis 
menggunakan metode case-based reasoning. 
in Seminar Nasional Aplikasi Teknologi 
Informasi (SNATI). 2014. 

24. El-Solh, A.A., et al., Predicting active 
pulmonary tuberculosis using an artificial 
neural network. Chest Journal, 1999. 116(4): 
p. 968-973. 

25. Er, O., F. Temurtas, and A.Ç. Tanrıkulu, 
Tuberculosis disease diagnosis using artificial 
neural networks. Journal of medical systems, 
2010. 34(3): p. 299-302. 

26. Orjuela, A.D., et al., Pleural Tuberculosis 
Diagnosis Based On Artificial Neural Network 
Models. 2000. 

27. Pérez, A.D., et al., Factores predictivos para el 
riesgo de tuberculosis en población 
considerada vulnerable: clasificación del 
riesgo por medio del uso de red neuronal 
artificial. Ciencia y Salud Virtual, 2012. 4(1): p. 
62-76. 

28. Rulaningtyas, R., et al. Nearest patch 
matching for color image segmentation 
supporting neural network classification in 
pulmonary tuberculosis identification. in AIP 
Conference Proceedings. 2016. AIP 
Publishing. 

29. Santos, A.d., et al., Neural networks: an 
application for predicting smear negative 
pulmonary tuberculosis, in Advances in 
Statistical Methods for the Health Sciences. 
2007, Springer. p. 275-287. 

30. Satria Arisgraha, F.C., P. Widiyanti, and R. 
Apsari, Digital Detection System Design Of 
Mycobacterium Tuberculosis Through 
Extraction Of Sputum Image Using Neural 
Network Method. Indonesian Journal of 
Tropical and Infectious Disease, 2012. 3(1): p. 
35-38. 

31. Seixas, J., et al., Artificial neural network 
models to support the diagnosis of pleural 
tuberculosis in adult patients. The International 
Journal of Tuberculosis and Lung Disease, 
2013. 17(5): p. 682-686. 

32. Sihombing, V., Penerapan Metode Perceptron 
Mengidentifikasi Penyakit Tuberculosis (TBC) 
Primer Pada Anak (Studi Kasus Puskesmas 
Bagan Batu, Kab. Rokan Hilir, Riau). 
Informatika, 2016. 4(2): p. 27-31. 

33. SONG, Y., et al., Study on the Application of 
Artificial Neural Network in the Diagnosis of 
Smear Negative Pulmonary Tuberculosis [J]. 
Journal of Tropical Medicine, 2007. 3: p. 012. 

34. Yi, J., C.-T. Du, And R.-H. Wang, Application 
Of Resilient Back Propagation (BP) Artificial 
Neural Network Model On Prediction Of 
Incidence Of Tuberculosis [J]. Modern 
Preventive Medicine, 2007. 19: p. 041. 

35. Imianvan, A. and J. Obi, Fuzzy cluster means 
expert system for the diagnosis of 
Tuberculosis. Global Journal of Computer 
Science and Technology, 2011. 



LASU Journal of Research and Review in Science Page 14 

 

LASU Journal of Research and Review in Science 

36. Hossain, M.S., F. Ahmed, and K. Andersson, 
A Belief Rule Based Expert System to Assess 
Tuberculosis under Uncertainty. Journal of 
medical systems, 2017. 41(3): p. 43. 

37. Ansari, A., N.K. Gupta, and E. Ekata. Adaptive 
neurofuzzy system for tuberculosis. in Parallel 
Distributed and Grid Computing (PDGC), 2012 
2nd IEEE International Conference on. 2012. 
IEEE. 

38. de Sá, L.R., J. de Almeida Nogueira, and R.M. 
de Moraes, Decision model on the 
demographic profile for tuberculosis control 
using fuzzy logic. 2002. 

39. Desmulyati, D., DIAGNOSA PENYAKIT 
TUBERCULOSIS (TBC) MENGGUNAKAN 
SISTEM NEURO FUZZY. Jurnal Techno Nusa 
Mandiri, 2015. 12(2): p. 1-11. 

40. Djam, X. and Y. Kimbi, A decision support 
system for tuberculosis diagnosis. The Pacific 
Journal of Science and Technology, 2011. 
12(2): p. 410-425. 

41. Obi, J., Decision Support System for the 
Identification of Tuberculosis using Neuro 
Fuzzy logic. Nigerian Annals of Natural 
Sciences, 2012. 12(1): p. 12-20. 

42. Soundararajan, K., S. Sureshkumar, and C. 
Anusuya, Diagnostics decision support system 
for tuberculosis using fuzzy logic. International 
Journal of Computer Science and Information 
Technology & Security (IJCSITS), 2012. 2(3). 

43. Uçar, T., A. Karahoca, and D. Karahoca, 
Tuberculosis disease diagnosis by using 
adaptive neuro fuzzy inference system and 
rough sets. Neural Computing and 
Applications, 2013. 23(2): p. 471-483. 

44. Hartatik, H., Diagnosa Jenis Tuberculosis 
Dengan Algoritma Bayes. Proceedings 
Konferensi Nasional Sistem dan Informatika 
(KNS&I), 2015. 

45. Iswanto, M.H., A.E. Permanasari, and H.A. 
Nugroho, Pemanfaatan Teknik Data Mining 
Untuk Diagnosis Penyakit Tuberculosis (TBC). 
Semnasteknomedia Online, 2015. 3(1): p. 2-1-
121. 

46. Saputra, R.A., Penerapan Algoritma Naïve 
Bayes Untuk Prediksi Penyakit Tuberculosis 
(TB). . 2016. 1(1): p. 18-25. 

47. Uçar, T., D. Karahoca, and A. Karahoca. 
Predicting the existence of mycobacterium 
tuberculosis infection by Bayesian Networks 
and Rough Sets. in Biomedical Engineering 
Meeting (BIYOMUT), 2010 15th National. 
2010. IEEE. 

48. Geetha, P., R. Lukshmi, and P. Venkatesan, 
Tuberculosis disease classification using 
genetic-neuro expert system. Indian Journal of 

Science and Technology, 2014. 7(4): p. 421-
425. 

49. Omisore, M.O., O.W. Samuel, and E.J. 
Atajeromavwo, A Genetic-Neuro-Fuzzy 
inferential model for diagnosis of tuberculosis. 
Applied Computing and Informatics, 2015. 

50. Walia, N., S.K. Tiwari, and R. Malhotra, 
Design and identification of tuberculosis using 
fuzzy based decision support system. 
Advances in Computer Science and 
Information Technology, ISSN, 2015: p. 2393-
9915. 

51. Asha, T., S. Natarajan, and K. Murthy, 
Optimization of association rules for 
tuberculosis using genetic algorithm. 
International Journal of Computing, 2014. 
12(2): p. 151-159. 

52. Elveren, E. and N. Yumuşak, Tuberculosis 
disease diagnosis using artificial neural 
network trained with genetic algorithm. Journal 
of medical systems, 2011. 35(3): p. 329-332. 

53. Nauck, D. and R. Kruse. A fuzzy neural 
network learning fuzzy control rules and 
membership functions by fuzzy error 
backpropagation. in Neural Networks, 1993., 
IEEE International Conference on. 1993. 
IEEE. 

54. Ahmed, F.E., Artificial neural networks for 
diagnosis and survival prediction in colon 
cancer. Molecular cancer, 2005. 4(1): p. 29. 

55. Amato, F., et al., Artificial neural networks in 
medical diagnosis. Journal of applied 
biomedicine, 2013. 11(2): p. 47-58. 

56. Kumari, N. and S. Sunita, Comparison of 
ANNs, Fuzzy Logic and Neuro-Fuzzy 
Integrated Approach for Diagnosis of Coronary 
Heart Disease: A Survey. 2013. 

57. Godil, S., et al., Fuzzy logic: A" simple" 
solution for complexities in neurosciences? 
Surgical neurology international, 2011. 2: p. 
24. 

58. Amini, A. and N. Nikraz, Proposing Two 
Defuzzification Methods based on Output 
Fuzzy Set Weights. International Journal of 
Intelligent Systems and Applications, 2016. 
8(2): p. 1. 

59. Sikchi, S.S., S. Sikchi, and M. Ali, Fuzzy 
expert systems (FES) for medical diagnosis. 
International Journal of Computer 
Applications, 2013. 63(11). 

 
 
 
 

          
 
 
 
 

 


