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Abstract
Introduction: Predicting student academic performance plays an 
important role in academics. Classifying students using conventional 
techniques cannot give the desired level of accuracy, while doing it 
with the use of soft computing techniques may prove to be beneficial. 
Aim: This study aims to accurately predict and identify student 
academic performance using an Artificial Neural Network in 
educational institutions. 
Materials and Methods: Artificial Neural network was employed to 
compute the performance procedure over the MATLAB simulation 
tool. The performance of the Neural Network was evaluated by 
accuracy and Mean Square Error (MSE). This tool has a simple 
interface and can be used by an educator for classifying students 
and distinguishing students with low achievements or at-risk 
students who are likely to have low performance. 
Results: Findings revealed that the Neural network has the highest 
prediction accuracy by (98%) followed by the decision tree by (91%). 
Support vector machine and k-nearest neighbor had the same 
accuracy (83%), while naive Bayes gave lower prediction accuracy 
(76%).
Conclusion: This work has helped to analyze the capabilities of an 
Artificial Neural Network in the accurate prediction of students’ 
academic performance using Regression and feed-forward neural 
network (FFNN) as evaluation metrics.
Keywords: MATLAB, Artificial Neural network, Feed-forward neural 
network
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1. INTRODUCTION

Universities play a remarkable role in the development 
of a country by producing skilled graduates for the 
country. The graduation rate is low as compared to the 
enrolment rate in higher institutions. Academic failure 
is the main reason for non-degree completion. 
Students' retention and high academic performance 
are significant for students, academic and 
administrative staff of universities [1, 5]. 

To achieve better learning outcomes, the choice of 
instructional interventions must take into account the 
diverse academic backgrounds and varied 
performance of students in relevant courses because 
each student will have a different reaction to them. 
Prediction of students’ academic performance has 
been proposed using Structural Equation Modelling 
(SEM), and machine learning techniques against the 
conventional techniques include traditional statistical 
methods, discriminant analysis, and multiple linear 
regressions used on existing systems Furthermore, 
these proposals include the use of Bayesian model, 
random forest classifier and ensemble learning.  

The study seeks to explore the possibility of using an 
Artificial Neural Network model to predict the academic 
performance of a student. The results of these 
predictive models can help the instructor determine 
whether or not a pedagogical and instructional 
intervention is needed. Intuitively one expects the 
performance of a student to be a function of some 
number of factors (parameters) relating to the 
background and intelligence of the said student. It has 
been suggested that the variables have different 
effects on different learning subjects. Identifying and 
choosing effective modeling approaches is also vital in 
developing predictive models. 

The declining rate of students' performances in 
institutions of higher learning has posed a significant 
threat to the educational system around the globe. 
Several factors are contributory to this menace. Some 
of these factors may include a poor prior academic 
background, lack of interest or focus, distraction from 
campus activities, and improper selection during the 
admission process [2, 10]. 

According to [5, 11], learners' academic performance 
should be monitored as early as possible in their 
academic career to foster national growth and 
development as learners eventually become key 
players in the affairs of the country in all sectors of the 
economy. This research aims to use an Artificial 
Neural Network model to predict students' academic 
performance based on some identified attributes or 
factors which affect student academic performance. 
This aim is achievable through the following objectives: 

i. review existing systems to identify problems
associated with them

ii. identify appropriate perceptron algorithm for
developing the predictive models

iii. determine appropriate predictor variables /

independent variables that can be used as the inputs 

of predictive models. 

iv. implement the developed models using the data

collected and predict the academic performance of 

students 

v. evaluate the developed model against conventional

traditional statistical methods techniques 

2. RELATED WORKS

Neural networks have been used by analysts to predict 
student learning outcomes. [6, 9] used grades from a 
multiple-choice test as inputs to neural networks that 
predict students' final achievement. [3, 8] used the 
average point scores of grades 12 students as inputs 
to a multilayer perception neural network and predicted 
first-year college student achievement with high 
accuracy [7] found that cumulative grade point average 
(CGPA) is the most influential attribute because it 
determines future educational and career mobility. 
According to their findings, the neural network has the 
highest prediction accuracy by (98%) followed by the 
decision tree by (91%). Support vector machine and k-
nearest neighbor had the same accuracy (83%), while 
naive Bayes gave lower prediction accuracy (76%). 

2.1 Fundamentals of Artificial Neural Networks 

An Artificial Neural Network (ANN) is a statically 
oriented modeling tool. It is a similitude of the 
biological nervous system. The basic processing 
element in the ANN is known as the neurons [4, 6]. 
The neuron is not the same as the neuron in the 
human body but in terms of functionality, it works in the 
same manner. Hence, the name is called artificial 
neurons. It has a normal range of output between (-1, 
+1). It could also be (0, 1) [6]. The neuron can be 
viewed as a processor that computes the sum of 
weighted inputs and then applies a non-linear transfer 
function to the computed sum. The transfer function 
could be Tang-sigmoid or logistic-sigmoid.     

Artificial neural networks (ANNs) gained their 
popularity in many application areas such as pattern 
recognition, image processing, optimizations, 
prediction, and control systems, [8].  An Artificial 
Neural Network is specified by: 

• Neuron model: the information processing unit
of the neural network,

• Architecture: a set of neurons and links
connecting neurons. Each link has a weight

• Learning algorithm: used for training the
neural network by modifying the weights to
model a particular learning task correctly on
the training examples.

3. METHODOLOGY

The research explored the functionality of artificial 
neural networks using Feed Forward Neural Network, 
the hybridization of FFNN with Back Propagation 
Technique to predict the students' performance. Thus, 
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a tool that could automatically recognize timely 
students' performance and students with learning 
problems is very crucial for educators as shown in 
figure 1. 

Fig. 1: System Conceptual Architecture 

3.1.1 Perception Algorithm of FFNN (Student 
Performance Prediction) 

A complete diagram depicting the Neuron of FFNN 
model is shown in figure 2 comprises: 

1. For every input, multiply that input by its
weight.

2. Sum all of the weighted inputs.
3. Compute the output of the perceptron based

on that sum passed through an activation
function (the sign of the sum).

   Fig. 2: Neuron of FFNN Model 

  y = f (a) 

(1)         

The sum of the inputs   multiplied by their 

respective weights : 

a(x,w) =∑n
i=1(xiwj) (2)

This binary relationship of whether to exercise an 
option or not, can be computed by the sigmoid 
activation function: 

Yj(x,w) = 1/ 1+e-a(x,w) (3) 

But the target output of this network lies within the 
range of -1 and 1. Therefore, the hyperbolic tangent 
sigmoid function is used. 

(4) 

The error function for the output of each neuron can be 
defined as:  

(5) 

Where a = (xiwij + bias) 

The weights can be adjusted using the method of 
gradient descendent: 

= -ƞ (6)   

3.1.2 Data Collection 

The researchers used a survey design with 
questionnaires to obtain data on attributes that 
potentially affect the students' academic performance 
as well as information on the demographic 
characteristics of university students, like gender, age, 
region, family system, parent marital status. Also, Feed 
Forward Neural Network enhances obtaining 
information on some quantitative variables related to 
student performance using a 5-point selective opinion 
composed of 1 (strongly agree), 2 (agree), 3(neutral), 
4 (disagree), 5 (strongly disagree). Items are designed 
to assess five dimensions associated with student 
academic performance; Demographic, Personality, 
Institution, Psychological, and IQ ability influences as 
shown in table 1. 

Some students from different categories were 
examined using diverse numbers of questions.  
The results obtained showed students where: 
X represents the number of questions answered 
wrongly 
Y represents the number of questions answered 
correctly 

Table 1: Coefficient Correlation 

r (7) 

The data collected was validated using equation (7) 
and found to have a coefficient correlation of 0. 850. 
The basis for the input dataset is to train the neural 
network using the hybridization of FFNN with a 
backpropagation algorithm for efficient prediction and 
establish the level of association (performance) among 
metrics variables towards the aim of the study. 

The following variables were used: 

• Psychological domain: Self-efficacy, 
achievement, goal, interest 
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• Personality domain: Motivation, study time,
online activities, attendance.

• Demographic domain:  Age, gender, ethnicity,
parent marital status.

• Institutional domain: Course program, learning
environment, institutional support, course
workload.

• Students’ Intellectual ability Score

Each of the domains contributes to the performance 
measurement of the students and is made up of 
attributes that work individually and jointly for learners’ 
success. The students’ Intellectual ability Scores are 
measured based on intelligent tests answers from the 
questionnaire. 

Score (8) 

Table 2: The Performance Score 

3.1.3 Classification 

Classification maps data into a pre-defined group of 
classes. Base on the scope of this research, three 
classes were identified as 'pass', 'average', and 'fail'. 
The class label was defined as '1', '0' and '-1' for a 
pass, average, and fail. 

3.1.4 Evaluation of Prediction Accuracy  

The prediction accuracy of the model was examined 
by using error evaluation criteria, RMSE and R² 
formula:  

RMSE (9) 

R² (Coefficient of determinant). The value of this 
coefficient is always between zero and one, and its 
proximity to one represents a better performance of 
the model.  

(10) 

Percentage prediction accuracy  

(11) 

3.1.5 Design Analysis 

Choosing the topology of the neural network is a 
difficult decision [12, 13], hence the reason for three 
(3) layers of the Neuron of FFNN model; input layer, 

hidden layer, and output layer. The processed data 
were fed into the selected FFNN models (predicting 
students’ performance). In this study, the input 
neurons were variables from respondents which is 
determined by Xi = {X1, X2, X3…. Xn} where i, is the 
number of variables (input neurons). The dataset was 
divided into three portions (70:15:15) as a required 
step taken when using MATLAB 2019a simulation tool, 
70% is the training data set, 15% is the validation 
dataset and 15% is the testing dataset. The MLP 
network was trained using Levenberg Marquardt's 
backpropagation algorithm in the MATLAB R2019a 
tool. This algorithm (Levenberg Marquardt 
backpropagation algorithm) was chosen because it 
offers a numerical solution to the problem of 
minimizing a nonlinear function and it has a fast and 
stable convergence. Each of the inputs was assigned 
weights, added up with a bias, and passed through a 
transfer function which was then forwarded to the 
hidden layer. The tangent function was used between 
the input layer and the hidden layer, then the output 
was modified by a non-linear function before being 
outputted and the result was compared with the output 
of experimental data by propagating the error. This 
was done by adjusting the weights until the minimal 
error was attained in the network. Figure 3 shows the 
structure of the FFNN model. 

Fig. 3: Structure of the FFNN Model 

Figure 4 shows the backpropagation network model of 
Feed Forward Neural Network FFNN where weight is 
adjusted to reduce the error. The process starts with a 
set of randomly generated weights, the results 
obtained are compared to the expected results, and 
the difference in results is used as input to the error 
function for learning. After obtaining a good and 
satisfactory set of weights, the trained model is ready 
to predict automatically any set of a given dataset. 
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Fig. 4:  Back Propagation Network Model 

The results of the training phase of the simulation are 
presented in Figure 5 with the number of iterations, 
performance plot, and training regression plot 
inclusive. 

Fig. 5: FFNN Training Interface Summary 

The training interface summary of 10 epoch iteration in 
eight seconds after six validation checks, indicating the 
performance and gradient values. The training, which 
was carried out on some iterations (10 epochs) does 
not exceed 8 seconds with a performance of 2.15e-06 
and gradient of 0.00240 after 6 validation checks.  

Figure.6 shows the performance plot of FFNN which 
was able to meet the objective of the training by 
minimizing the MSE efficiently by 0.00013398 at 4 
epochs.   

Fig. 6: FFNN Training Performance Plot 

The FFNN training Regression plot as depicted in 
figure 7 shows the relationship between the variables 
that are made up of the inputs and most importantly, 
how the inputs and outputs are related. The dashed 
line in the plot indicates how the expected output 
(target output) relates to the trained outputs (neural 
outputs). The solid line indicated the linear regression 
between outputs and targets. The regression value, R, 
shown in Figure 4.2 for the training, testing, and 
validation had the value of 0.99487 that falls within the 
range -1 <=R<= 1. 

This is because the network effectively learned the 
relationship between the inputs and the output. 
Consequently, the performance error was quite 
insignificant as shown in Figure 8. Similarly, the 
regression plot of Figure 7 was also a strong indication 
of the fact that the network had effectively learned the 
relationship between the input variables and the 
output. 

Fig. 7: FFNN Training Regression Plot 

3.1.6 Testing the Network 

The trained network is the dataset (inputs). The inputs 
were randomly selected from the given inputs to serve 
as a controlled prediction experiment. For the 
controlled prediction experiment, the value was 
selected and the expected outputs are shown in table 
3. 

Table 3: Sample of Network Outputs and Targets  

Table 4 shows the evaluation results of the Feed 
Forward Neural Network model and Error function 
outputs used to test the Network’s topology. The fact 
that the predicted value tallied with the expected value 
was enough to give the needed confidence that the 
network had learned the relationship between the 
inputs and the outputs. 
Table 4: Evaluation Results 
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The results from the research showed the efficiency of 
the model to predict student academic performance.  

Fig. 8:  Regression Plot of the Test FFNN 

Regression R Values measure the correlation between 
outputs and targets. An R-value of 1 means a close 
relationship, 0 a random relationship. 

Regression (R) =9.8357e-1 (0.98357) the correlation 
coefficient (R) between the target and the predicted 
values is 0.98357.  

The value of the calculated determinant factor (R2) = 
0.999 determines the performance rate of the 
relationships among variables of interest. The value of 
R2 calculated was between 0 and 1 and the nearness 
of R2 value according to this study shows that the 
coefficient of -1<= R <= 1 can be substantiated. 

It shows that the FFN Network effectively learned the 
relationship between the input variables and expected 
target output with the value of R= 0.99487 
=99.49%.the relationship among variables of interest 
towards the effective predictions of students' 
performance using Artificial Intelligent Techniques. 

Conclusively, It was deduced that FFNN training, 
testing, and validation with those variables of interest 
on the Regression value R =0.99487 falls within the 
stipulated range -1<=R<= 1.  

Hence, the performance rate of FFNN with the 
backpropagation technique is better in training those 
variables of interest to be used in 
determining/predicting the students’ academic 
performance which was spell-out in the conclusion. 

By this, we can conclude that FFNN is 98.3% efficient 
at modeling data relating to the student's academic 
performance. 

4. CONCLUSION

Conclusively, this work has helped to analyze the 
capabilities of an Artificial Neural Network in the 
accurate prediction of students’ academic performance 
using Regression and feed-forward neural network 
(FFNN) as evaluation metrics. 

Pieces of evidence emanating from the evaluation of 
the metrics show that results from neural networks are 
precise, concise, and promising at modeling data 
relating to the student's academic performance. In this 
research, the feed-forward neural network (FFNN) is 
98.3% efficient at predicting students' academic 
performance, and as a result, it becomes a tool much 
needed in academic management.   

Further research can be tailored toward the research 
instrument (Questionnaire) that was used in this study, 
which can be subjected to achievement tests on 
students over some time as this better reflects their 
academic performance based on the identified 
variables. 
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